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Halal Network International (HNI) products already have around 100 products which
are divided into three categories, namely Herbs Products, Health Food & Beverages,
and Cosmetics & Home Care. These products are published through an electronic
catalog that provides product information and search features to facilitate users. The
mismatch between keywords and product descriptions causes the search to fail to
display relevant results. To overcome this problem, the Term Frequency-Inverse
Document Frequency (TF-IDF) algorithm is implemented in the search feature. This
algorithm is used to calculate the weight of each word in the product description and
determine the relevance of the keywords entered by the user. The system is built with
React.js framework on the frontend, Node.js on the backend, and PostgreSQL as the
database. Based on the test results, the average precision value is 71%, recall 85%
and accuracy 73%. These results show that the TF-IDF algorithm is effective in
improving the relevance of product search results.

React.js
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1. INTRODUCTION

HNI (Halal Network International) is a company
that focuses its business on halal and quality products.
HNI products are halal-certified by MUI and marketed
through the Sharia MLM system[1]. There are
currently around 100 products divided into 3
categories, namely Herbs products, Health Food &
Beverages, and Cosmetics & Home Care. Herbs
Product includes herbal medicines that are made from
plants and do not use chemicals[2]. HNI's product
information is published in an electronic catalog so
that it can be accessed by anyone with internet
access[3]. In the electronic catalog, there is a search
feature that is used to facilitate product search.

However, the search feature in the electronic
catalog still has limitations, especially for ordinary
users who are not familiar with product names and
benefits. Errors in writing product names cause the
search to fail, and the system is not able to recommend
relevant products. Therefore, it is necessary to
improve the search feature by implementing the TF-
IDF (Term Frequency-Inverse Document Frequency)
Algorithm. This algorithm is able to give weight to

each word in the document, so that the search can be
more accurate and relevant.

Several studies have explored search feature
improvements. The combination of the TF-IDF
algorithm with the query expansion method improved
search efficiency in an e-catalog system [4]. A thesis
title search system was developed using the Django
framework and PostgreSQL, with testing using the
System Usability Scale (SUS) yielding a score of
77.17, indicating good usability[5]. A comparison
between TF-IDF and SQL Query algorithms in an
archive search system showed that while SQL Query
was faster in processing time, TF-IDF provided better
relevance of search results[6]. The TF-IDF algorithm
was also applied to search Indonesian National
Standard (SNI) documents, enabling users to find
documents using general keywords[7]. In a drug
search system, TF-IDF and cosine similarity were
used to match drugs based on disease indications, and
showed good performance after preprocessing and
weighting steps[8]. The combination of SVM, TF-
IDF, and Word2Vec was able to classify library books
with good accuracy (F1-Score 76%)[9]. TF-IDF and
Haversine were applied to a photographer
recommendation system, with 78% of respondents
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stating that the system worked well[10]. TF-IDF and
Cosine Similarity were used to classify thesis topics,
resulting in effective clustering based on keyword
similarity[11].

Based on this background, this research aims to
apply the TF-IDF algorithm to the HNI product search
feature and measure the performance of the search
feature by testing accuracy, precision, recall and f1
score.

2. MATERIALS AND METHODS

The research procedure is a series of systematic
steps in compiling the research from the beginning to
the end of the research, as described in Figure 1.

B8
Algorithm Testing
Analisis Data

Figure 1 Research Flowchart Diagram

No

2.1. Problem Analysis

Root cause analysis is a technique to find out the
root of all the problems that occur [12]. This analysis
is carried out by determining the main problems which
are then made causal relationships that aim to find
effective solutions..
2.2. Theory Review

After analyzing the problem, the researcher
conducts a theoretical study which is used to provide
a conceptual foundation and an in-depth view of the
topic under study[13].

2.3. Needs Analysis

Requirements analysis is the process of collecting
the necessary data and studying the data in depth[14].
The needs analysis includes system requirements and
research needs shown in table 1. System needs

analysis aims to analyze what needs are needed to
build a system[12].

Table I User Requirements

No | User Access Rights

1 Admin Login

Adding Data

Deleting Data

Changing Data

2 User Entering Keyword

View Search Results

Table 2 Software Requirements

No | Tools/Materials | Description

1 Windows 11
64-bit

Operating System used

2 Visual Studio
Code

Text Editor

Browser used to run the
system

3 Google Chrome

To create flowcharts and
other diagrams

4 Draw.io

5 JavaScript Front End programming

language
6 Node JS Back End programming
language
PostgreSQL Database
React JS Framework

2.4. Design

The design stage aims to minimize errors when
making a system that is designed using use case
diagrams, sequence diagrams, class diagrams, activity
diagrams, wireframes, and TF-IDF algorithm
flow[15].
2.4.1. Use Case Digram

Use Case Diagram is one of the diagrams in UML
that serves to describe the interaction relationship
between actors (both users and external systems) and
the system being analyzed[16]. System analysis will
be made as in Figure 2 which consists of 2 actors,
namely admin and user.
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Figure 2 Use Case Diagram

2.4.2. Sequence Diagram

Sequence diagrams are wused to explain
interactions between objects in a system in detail[17].
2.4.3. Class Diagram

Class diagrams are used to clearly illustrate the
structure of a system, including classes, attributes,
methods and relationships between classes[18].
2.4.4. Activity Diagram

Activity diagrams are used to describe the flow of
information in the system. the following is an activity
diagram of the system to be created[19].

User Sistem

Display the main
page
menampilkan hasil
pencarian

Typing a URL

Entering search
data

Figure 3 Activity Diagram

2.4.5. Wireframe

A wireframe is a simple overview of the system's
layout and structure, showing the placement of key
elements on a page[20]. The wireframe of this website
is as follows Figure 4 illustrates the main page of the
website, users can use the search feature.

Hama Produk e Praduk

Figure 4 Wireframe

2.4.5. TF-IDF Algorithm Flow
TF-IDF algorithm in this system as shown in
Figure 5.

Insert Keyword
TF-IDF Weighting
Determination of
Relevant Tities
Menampilkan Judul Yang
Relevan

Figure 5 TF-IDF Algorithm Flow

3.5. Implementation

The implementation stage starts with text
preprocessing ~ which  includes  lowercasing,
punctuation removal, tokenization, and empty element
removal[21].

Furthermore, the calculation of TF (Term
Frequency) and IDF (Inverse Document Frequency) is
carried out to generate TF-IDF weights for each
document[22]. The calculation of the TF-IDF
algorithm is shown as follows :

number of word occurrences

tea = umber of wordls) in document
idf, = log ( P ft)
War = tfeaq x idf;
Keterangan :
Wy e = Weight value of document d against word t
tfia = frequency of occurrence of word t in
document d
D = total number of documents
df; = number of documents containing word t
idf; = inverse document frequency value of word

t
3.6. Testing

Functional testing is carried out using black box
testing, then algorithm testing is carried out by
calculating accuracy, recall precision and fl score.
Precision measures the accuracy of the system in
classifying positive or negative data, while recall
shows the system's ability to retrieve relevant data.
Accuracy represents the closeness of the system's
predictions to human predictions[23]. F1 Score is a
combination of precision and recall values to measure

balance[24].
TP+TN

TP+FP+FN+TN
.. TP
Presisi :

TP

Recall :
TP+FN
2x (recall x presisi
F1 Score :#

Akurasi :

TP+FP

(recall x presisi)
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Description:

TP (True Positive): Number of correct predictions for
the positive class (products that are truly relevant to
the search)

TN (True Negative): Number of correct predictions for
the negative class (products that are not relevant to the
search)

FN (False Negative): Number of incorrect predictions
for the negative class (products that are relevant but
not recognized by the model)

FP (False Positive) : Number of incorrect predictions
for the positive class (products that were incorrectly
considered relevant)

3. RESULTS AND DISCUSSION

At this stage the system is implemented using
Frontend, Backend and Database. The following are
the results of the implementation of the features in the
system. The Home menu is the main page displayed
when users access the website. In this system, the page
is distinguished based on login status, namely general
users and admins.

Produk HNI

Daftar Produk

Figure 6 Home Menru Display

The Login menu is a feature that functions as an
authentication gate for admins to be able to access
product management features on the system.

Gaw 0 oTO

Produk HNI [0

Figure 7 Login Menu Display

The Add Product menu is one of the features that
can be accessed by the admin after the login process.
This feature allows admins to add new product data to
the system.

Menambahkan Produk

Figure 8 Add Product Menu Display

The product edit menu is very important to
maintain the accuracy and relevance of product data in
the catalog. Through this feature, admins can change
product information, such as name, price, description,
tags and upload product images.

Edit Product

Figure 9 Product Edit Menu Display

The product delete feature serves to delete
products that are no longer relevant or available from
the system. On the admin home page, each product is
equipped with a delete button. When the button is
clicked, the system will automatically display a
confirmation dialog as shown in the figure.

localhost:3000 says

Apakah Anda yakin ingin menghapus produk ini?

Cance'

Figure 10 Product Delete Notification

3.1. Implementation of TF-IDF Algorithm

The TF-IDF (Term Frequency-Inverse Document
Frequency) algorithm is implemented in the system to
support the product search feature based on keywords.
The search process starts when the user types the
keywords in the search field on the main page. After
the keywords are received by the server, preprocessing
is performed on both the keywords and the entire
document. Preprocessing is done with stages
including, converting the entire text to lowercase,
removing punctuation using regular expressions,
breaking the text into words (tokenizing) and
removing empty elements.

After all the text has gone through the
preprocessing stage, the weighting process is carried
out using the TF-IDF algorithm. The system will
display by sorting the list of products based on the
highest score value to the lowest.

Daftar Produk

HANIA SUSU MAGARIT MADU KENTAL

H = B o =
‘,}4* =]
A

Figure 11 Product Search Result
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Functional testing is carried out using Black Box
Testing, which tests the functionality of the system
based on input and output without paying attention to
the internal structure of the program code[25].

3.2. Algorithm Testing

Tests were conducted using 34 keywords that
represent user needs. After the user enters the
keywords, the data predicted by the system is
compared with the actual data. The following table
presents the average evaluation results of all keywords
used.

Tabel 1 Algorithm Testing Results

Evaluation Metrics Average Value
Precision 71%
Recall 85%
Accuracy 73%
F1 Score 73%

From the test results on a number of varied
keywords, the system showed an average precision
value of 71% and an average recal of 85%. This shows
that the system tends to be more effective in displaying
many products relevant to the keywords entered by the
user, although it still needs improvement in reducing
the appearance of irrelevant results. In addition, an
average accuracy value of 73% was obtained which
shows that overall, the system has a fairly good ability
to correctly identify search results. The average F1
Score value of 73% also supports this finding, where
the metric describes the balance between precision and
recall.

4. CONCLUSION
This research is motivated by the need for an

efficient search system in the HNI product catalog,
especially to help ordinary users find suitable products
without having to know the exact product name. Term
Frequency-Inverse Document Frequency (TF-IDF)
algorithm is considered effective in calculating the
weight of words in documents so as to increase the
relevance of search results. This research is limited to
the development of React JS-based search features that
are only focused on HNI products..

The system is designed using the waterfall
method and tested using Black Block Testing and
algorithm performance evaluation through accuracy,
precision and recall metrics. Based on the results of the
research and discussion that has been carried out, the
following conclusions can be drawn :

4.1. This research successfully implemented Term
Frequency-Inverse Document Frequency (TF-IDF)
algorithm on Halal Network International (HNI)
product search feature. The system is able to display

relevant products based on the keywords typed by the
user, without the need to know the product name.

4.2. Based on tests using 34 keywords, an average
precision value of 71%, an average recall of 85%, and
an average accuracy of 73% were obtained. The results
show that the system performs quite well in displaying
products that are relevant to user needs.
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