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Data structures are fundamental components in computer science that significantly
impact program efficiency and performance. This study presents a comprehensive
comparative analysis of two essential linear data structures: Array and Linked List.
The research evaluates their characteristics, advantages, disadvantages, and optimal
implementation scenarios through systematic performance testing and literature
review managed using Zotero reference management system. Arrays provide
contiguous memory allocation with O(1) random access but limited flexibility, while
Linked Lists offer dynamic memory allocation with O(n) sequential access but
greater structural flexibility. Results indicate that Arrays are optimal for applications
requiring frequent data access and memory efficiency, whereas Linked Lists excel in
scenarios with frequent structural modifications. This analysis provides practical
guidelines for developers in selecting appropriate data structures based on specific
application requirements.

@ @ This is an open-access article distributed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International (CC BY SA 4.0)

1. PENDAHULUAN

Penelitian ini bertujuan untuk melakukan analisis
komparatif yang komprehensif terhadap kedua

Struktur data merupakan fondasi fundamental dalam
ilmu komputer yang menentukan bagaimana data
disimpan, diorganisasi, dan dimanipulasi dalam
sistem komputer [1]. Pemilihan struktur data yang
tepat dapat secara signifikan mempengaruhi
efisiensi algoritma, penggunaan memori, dan
performa keseluruhan sistem [2]. Di antara
berbagai jenis struktur data, Array dan Linked List
merupakan dua implementasi linear yang paling
fundamental dan sering digunakan dalam
pengembangan perangkat lunak [3].

Array, sebagai struktur data statis, menyediakan
akses langsung ke clemen-elemen data melalui
indeks dengan kompleksitas waktu O(1) [4].
Karakteristik ini menjadikan Array ideal untuk
aplikasi yang memerlukan akses data yang cepat
dan efisien. Sebaliknya, Linked List menawarkan
fleksibilitas dalam alokasi memori dinamis,
memungkinkan pertumbuhan dan penyusutan
struktur data secara real-time, meskipun dengan
trade-off dalam hal kecepatan akses [5].

2.

struktur data tersebut, dengan fokus pada evaluasi
performa, kompleksitas algoritma, dan skenario
implementasi optimal. Manajemen literatur dalam
penelitian ini dilakukan menggunakan Zotero
reference management system untuk memastikan
akurasi dan konsistensi dalam pengelolaan sumber
referensi [6]

TINJAUAN LITERATUR

2.1 Struktur Data Array

Array telah menjadi subjek penelitian ekstensif
dalam literatur ilmu komputer. Cormen et al. [7]
mendefinisikan Array sebagai struktur data yang
menyimpan elemen-elemen dengan tipe data
yang sama dalam lokasi memori yang berurutan.
Keunggulan utama Array terletak pada
kemampuan akses random dengan kompleksitas
waktu konstan O(1), yang memungkinkan
retrieval data yang sangat efisien [8].

Penelitian oleh Zhang dan Liu [9] menunjukkan
bahwa Array memiliki keunggulan signifikan
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2.2

2.3

dalam hal cache locality, di mana akses sekuensial
terhadap elemen Array menghasilkan performa
yang optimal karena prefetching mechanism pada
modern processors. Namun, keterbatasan Array
dalam hal fleksibilitas ukuran telah mendorong
pengembangan dynamic arrays seperti C++
vector dan Java ArrayList [10].

Struktur Data Linked List

Linked List, pertama kali diperkenalkan oleh
Allen Newell, Cliff Shaw, dan Herbert A. Simon
[11], merupakan struktur data dinamis yang
terdiri dari node-node yang terhubung melalui
pointer atau reference. Keunggulan utama Linked
List terletak pada fleksibilitas alokasi memori dan
efisiensi operasi insertion dan deletion [12].
Studi oleh Johnson dan Brown [13] menganalisis
berbagai varian Linked List, termasuk Singly
Linked List, Doubly Linked List, dan Circular
Linked List, dengan fokus pada trade-off antara
kompleksitas implementasi dan performa operasi.
Penelitian tersebut menunjukkan bahwa pemilihan
varian Linked List sangat bergantung pada pola
akses data dan jenis operasi yang dominan dalam
aplikasi.

Studi Perbandingan

Beberapa  penelitian  telah ~ melakukan
perbandingan langsung antara Array dan Linked
List. Martinez et al.

[14] melakukan evaluasi performa komprehensif
menggunakan berbagai ukuran dataset dan
menunjukkan bahwa Array unggul dalam
operasi access dan traversal, sementara Linked
List lebih efisien untuk operasi structural
modification.

Anderson dan Wilson [15] menganalisis memory
footprint kedua struktur data dan menemukan
bahwa Array memiliki overhead memori yang
lebih rendah, sementara Linked List memerlukan
ruang tambahan untuk pointer storage. Penelitian
ini juga mengidentifikasi break-even point di
mana overhead Linked List menjadi signifikan
dibandingkan  dengan fleksibilitas  yang
ditawarkan.

3. BAHAN DAN METODE

3.1.

3.2

Metodologi Penelitian
Penelitian ini menggunakan pendekatan mixed-

method yang menggabungkan systematic
literature  review  dengan  experimental
performance  analysis. Zotero  reference

management system digunakan untuk mengelola
127 sumber literatur yang dikumpulkan dari
database akademik utama termasuk IEEE Xplore,
ACM Digital Library, dan SpringerLink [16].
Pengaturan Experimental

Implementasi dan testing dilakukan
menggunakan multiple programming languages

3.3.

4.
4.1

(C++, Java, Python) untuk memastikan
generalizability hasil penelitian. Performance
testing mencakup operasi fundamental: access,
insertion, deletion, dan traversal pada dataset
dengan ukuran bervariasi dari 10° hingga 10°
elemen [17].

Metrik dan Evaluasi
Evaluasi performa dilakukan berdasarkan tiga
metrik  utama: time complexity, space
complexity, dan cache performance. Setiap
operasi dijalankan 100 kali untuk memperoleh
statistical ~ significance, dengan confidence
interval 95% [18].
Metrik Performance
Time Complexity Space Complexity Cache Perform:
@ — e =
Insurt o Memory Prefetching
{beginning) ) locality
Memory Usage Analysis
Performance Benchmarks
Sequential Access Time (ms) Memaory Usage (KB)
Insert Operation Time (s) Cache Miss Rate (%)
._.1_...“,_ .&_!!!
HASIL DAN ANALISIS
Analisis Kompleksitas Waktu

Hasil eksperimen menunjukkan perbedaan
signifikan dalam kompleksitas waktu untuk
berbagai operasi:
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4.2

PERBANDINGAN KOMPLEKSITAS WAKTU

Linked

Operasi Array List Keterangan
Access @ @ Array unggul dengan
akses langsung
Performa setara untuk
Search )
pencarian
Insert . . e
@ @ Linked List lebih efisien
(awal)
Insert @ *Jika ada ruang
(akhir) tersedia
Delete @ @ Linked List unggul
dalam penghapusan

Gambar 4.1 Kompleksitas Waktu

Analisis Kompleksitas Ruang

Array memiliki space overhead yang minimal,
hanya memerlukan ruang untuk data elements.
Sebaliknya, Linked List memerlukan additional
storage untuk pointer/reference, menghasilkan
overhead sekitar 50- 100% tergantung pada
architecture dan data type [19].

“ Analisis Ruang:

Space = n x sizeof (element)

Untuk n elemen:
e Hanya perlu ruang untuk data
e Tidak ada overhead pointer
¢ Akses memori cache-friendly

2 Keuntungan Ruang:
® Efisien memori (tidak ada pointer tambahan)
# Cache locality yang baik
® Overhead rendah

X Kerugian Ruang:
® Ukuran tetap (static array)
» Waste memori jika tidak penuh
® Realokasi untuk resize

Gambar 4.2.1 Kompleksitas Ruang Array

“. Analisis Ruang:

Space = n x (sizeof(element) +

sizeof (pointer))

Untuk n elemen:

Ruang untuk data + pointer
Overhead pointer per node
Fragmentasi memori mungkin terjadi

[4 Keuntungan Ruang:

Dinamis - grow/shrink sesuai kebutuhan
Tidak ada memori terbuang

Alokasi saat runtime

X Kerugian Ruang:
Overhead pointer tambahan
Fragmentasi memori

Cache performance buruk

Gambar 4.2.2 Kompleksitas Ruang Linked
List

Kinerja Cache

Testing cache performance menggunakan cache
simulation tools menunjukkan bahwa Array
memiliki keunggulan signifikan dalam cache
locality. Sequential access pada Array
menghasilkan cache hit rate 95- 98%, sementara
Linked List hanya mencapai 60-70% karena
non-contiguous memory allocation [20].

Cache Hit Rate Comparison

Array (Contiguous Memory)

Linked List (Non-Contiguous)

Cache Line Loading: u
we  ODOE0
wez  (EEE0 nA
Cache i Loading
wer O
wez 0
- 60-
8% 70%

it eed List Hj

Gambar 4.3 Evaluasi Performa Cache

Analisis Skalabilitas

Analisis scalability dengan increasing dataset
size mengkonfirmasi theoretical complexity
predictions. Array menunjukkan consistent
performance untuk access operations, sementara
Linked List menunjukkan linear degradation
yang sesuai dengan O(n) complexity [21].
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5. DISKUSI

5.1. Strategi Optimasi Array
Berdasarkan hasil penelitian, beberapa strategi
optimasi untuk Array implementation:

1. Pra-alokasi Memori: Untuk dynamic arrays,
pre-allocate memory berdasarkan expected size
untuk mengurangi reallocation overhead

2. Pola Akses Ramah - Cache: Prioritize
sequential access untuk maximize cache
performance

3. Operasi Batch: Group insertion/deletion
operations untuk minimize shifting overhead

5.2. Strategi Optimasi Linked List

Optimasi untuk Linked List implementation:

1. Alokasi Kumpulan Memori: Gunakan custom
memory allocators untuk reduce fragmentation

2. Perawatan Penunjuk Ekor: Maintain pointer
ke tail node untuk O(1) end operations

3. Pencadangan Node: Implement node reuse
untuk minimize allocation/deallocation
overhead

5.3. Kerangka Keputusan
Penelitian ini menghasilkan decision framework
untuk pemilihan struktur data:
Pilih Array ketika:
o Frequent random access required
o Memory efficiency is critical
o Cache performance is important
o Dataset size is relatively stable
Pilih Linked List Ketika:
o Frequent insertion/deletion operations
o Frequent insertion/deletion operations
e Memory allocation flexibility needed
o Unknown maximum size

6. KESIMPULAN

Provide Analisis komparatif yang dilakukan
dalam penelitian ini mengkonfirmasi bahwa Array dan
Linked List memiliki karakteristik performa yang
distinct dan complementary. Array unggul dalam
scenario yang memerlukan akses data yang cepat dan
efisiensi memori, sementara Linked List memberikan
fleksibilitas yang superior untuk aplikasi dengan
requirement dynamic data management.

Hasil penelitian menunjukkan bahwa pemilihan
struktur data yang optimal tidak dapat dilakukan
secara universal, tetapi harus wberdasarkan analisis
careful terhadap access patterns, memory constraints,
dan performance requirements spesifik dari aplikasi
target. Framework keputusan yang dihasilkan dari
penelitian ini dapat membantu developers dalam
membuat pilihan yang informed.

Future research directions meliputi analisis hybrid
data structures yang menggabungkan keunggulan
kedua approaches, serta evaluasi performa pada
modern hardware architectures dengan advanced
caching mechanisms dan parallel processing
capabilities.
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